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ABSTRACT

Pooling PCle devices across multiple hosts offers a promising
solution to mitigate stranded I/O resources, enhance device
utilization, address device failures, and reduce total cost of
ownership. The only viable option today are PCle switches,
which decouple PCle devices from hosts by connecting them
through a hardware switch. However, the high cost and
limited flexibility of PCle switches hinder their widespread
adoption beyond specialized datacenter use cases.

This paper argues that PCle device pooling can be effec-
tively implemented in software using CXL memory pools.
CXL memory pools improve memory utilization and already
have positive return on investment. We find that, once CXL
pools are in place, they can serve as a building block for
pooling any kind of PCle device. We demonstrate that PCle
devices can directly use CXL memory as I/O buffers with-
out device modifications, which enables routing PCle traffic
through CXL pool memory. This software-based approach
is deployable on today’s hardware and is more flexible than
hardware PCle switches. In particular, we explore how dis-
aggregating devices such as NICs can transform datacenter
infrastructure.
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1 INTRODUCTION

PCle devices — such as NICs, SSDs, and accelerators — ac-
count for a significant portion of server cost and power con-
sumption [2, 30, 78]. Even optimized platforms like AWS and
Azure use servers that physically connect a dozen SSDs over
PCle [12, 59]. All servers use at least one high-bandwidth
NIC. This tight coupling of PCle devices to servers requires
providers to over-provision PCle devices for peak demands
and to offer redundancy for handling device failures. This
leads to low utilization of NICs [67, 71] and local SSDs [66,
71]. Unused I/O resources are stranded within a host and
cannot be used for I/O-intensive workloads running on other
hosts. A common approach to address resource stranding is
to pool resources across multiple hosts [26, 57, 63, 70]. Pool-
ing resources within half a rack can already significantly
improve utilization [25, 57].

PCle pooling enables multiple hosts to use any PCle device
in a shared pool. This would bring multiple benefits:

o Utilization. Pooling PCle devices mitigates stranded I/O
resources and improve device utilization, which reduces
datacenter total cost of ownership (TCO) [57, 71].

e Failover. When a PCle-attached device fails, the host
using it can fail over to other devices in the pool auto-
matically. Pooling also reduces the number of redundant
devices required for fault tolerance in a rack.
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Figure 1: A CXL memory pool enables hosts to access
any PCle device in a CXL pod, forming a logical pool
of PCle devices.

e Load Balancing. To prevent high load and high latency
from PCle device saturation, pools can dynamically ad-
just the number of hosts using a PCIe device by migrating
workloads to less-utilized devices.

e Peak Performance. During demand spikes, a host can
harvest all the PCle devices in the pool to achieve higher
aggregated performance [84].

¢ Enabling Hardware Innovation. When new accelera-
tors (e.g., smart SSDs and FPGAs) are deployed in public
clouds, they often face low utilization. Pooling addresses
this by allowing cloud providers to deploy a small num-
ber of accelerators (e.g., 1:16 ratio) while ensuring all
hosts in the target racks can access them.

However, practical solutions for pooling PCle devices
have been limited and PCle switches are the only viable
option today. One might think to use RDMA, since cloud
providers already utilize RDMA to disaggregate SSDs [17, 27,
58]. However, in practice, RDMA latency is too high; all cloud
providers still offer host-local SSDs in addition to remote
SSDs. Anecdotally, AWS has tried to remove local SSDs from
their offers, but brought them back due to customer demand?.
Pooling the NICs themselves over RDMA is unfeasible.

PCle switches have been the only generic solution to pool
PCle devices [1, 43]. Hosts and PCle devices connect to a
common PCle switch which allows any host to utilize any
device in the pool [8, 11, 14, 15].

Despite being technically available, deploying PCle switches
is costly and inflexible [43]. The total cost of using PCle
switches in a rack, including the expenses for PCle switches,
switch software, host adapter cards, and cabling, easily reaches
$80,000 [6]. Realistic deployments require redundant switches
for fault tolerance and firmware updates, further increasing
costs. Such high costs can easily outweigh the cost savings of

1E.g., M6i supported local NVMe drives, M7i did not support local NVMe
drives and was introduced in 2023 [28]. AWS later introduced I7ie [29] with
local NVMe drives.
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pooling. Additionally, as a hardware solution, PCle switches
are inflexible. Different vendors have varying requirements
for the topology between hosts and PCle devices, as well as
the types of PCle devices they can support [8, 11, 14]. For
example, Liquid’s SmartStack is specifically designed to pool
GPUs and does not support other device types [14], and Gi-
galO’s FabreX has separate pooling appliances for storage
devices and accelerators [9, 10].

In this paper, we argue that PCle device pooling can be im-
plemented in software on top of Compute eXpress Link (CXL)
memory pools. CXL memory pools have gained industry in-
terest to improve memory utilization and scale up in-memory
databases [13, 20, 25, 33, 36, 40, 54, 55, 57, 64]. Hardware ven-
dors have also started offering CXL memory with pooling
capabilities? [13, 20, 64]. A CXL pod [85] consists of multiple
hosts within a rack, allowing these hosts to dynamically allo-
cate memory from the pool based on demands. Recent work
shows how to build CXL pods with hardware available today
for about $600 per host [32] without using expensive CXL
switches (§3). This enables positive return-on-investment
(ROI) for memory-pooling use cases [31].

Once CXL pods are deployed, they can do much more
than pooling memory — they can serve as a building block
for implementing PCle device pooling in software (Figure 1).
PCle devices and hosts access CXL memory just like any
other memory. So, devices can directly read from or write to
I/O buffers on CXL memory. CPUs from multiple hosts can
transparently access these I/O buffers.

Implementing an efficient data path for PCIe device pool-
ing in software brings multiple challenges. First, CXL in-
creases access latency by 2-3x compared to local DDR5 mem-
ory [73, 76]. We need to carefully assess the performance
impact of placing I/O datapaths in CXL memory. Second,
although the CXL 3.0 specification introduces hardware co-
herence flows across hosts [5], CXL memory pool devices
available today are not cache-coherent across hosts. We must
therefore implement our own software coherence.

We argue that these challenges can be overcome with
hardware available today. A small fraction of memory from
the CXL pool serves as (software-coherent) shared memory
accessible to multiple hosts. We show that a PCle device
attached to one CPU can DMA to/from shared memory and
that an application on another CPU — to which the device is
not connected via PCle — can access IO buffer data in shared
memory. Latency and bandwidth overheads are within 5%.

To enable remote hosts to access PCle device memory (e.g.,
send MMIO commands or ring MMIO doorbells), we imple-
ment a sub-ps-scale host-to-host communication mechanism

2Although advanced pooling features (e.g., Dynamic Capacity Device (DCD),
Back Invalidation (BI)) are only standardized in the recent CXL 2.0 and
3.0 specification [4, 5], the widely adopted CXL 1.1 specification already
provides the necessary functionalities for CXL memory pools (§3)
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Figure 2: Percentages of stranded CPU cores, memory
capacity, SSD storage, and NIC bandwidth in Microsoft
Azure datacenters.

based on CXL shared memory. To the best of our knowledge,
this is the first paper to demonstrate shared-memory commu-
nication latency using a real CXL memory pool. Prior work
assumes cross-host cache coherence and emulates CXL pools
using local memory [60, 62, 83]. This building block is used
to forward device memory operations from remote hosts to
the local host where the devices are physically attached.

Our software design of PCle device pooling offers unique
benefits in terms of costs and flexibility: First, CXL mem-
ory pools are inherently cheaper than PCle switches due to
switch-less pod designs [32]. Second, PCle pooling reuses
the exact same hardware used for memory pooling use cases.
We can essentially enable PCle pooling at no extra cost once
CXL memory pools are deployed. Third, this software-based
approach can dynamically support dynamic assignment of
PCle devices to hosts including potential fail-over scenar-
ios. Fourth, the software solution can be easily extended to
support new PCle devices without hardware changes.

In this paper, we first motivate PCle device pooling (§2)
and provide background on CXL memory pools (§3). We then
sketch our design of software-based PCle pooling with CXL
(§4). Lastly, we discuss how PCle device pooling will change
the datacenter infrastructure and other open questions, in-
cluding how the CXL link bandwidth affects different PCle
pooling use cases (§5).

2 WHY IS PCIE POOLING A GOOD IDEA?
2.1 Stranded I/O Resources

Without pooling, PCle devices are only accessible to a sin-
gle host. When a host depletes one type of resource (e.g.,
CPU cores, memory, SSD storage, or NIC bandwidth), the
remaining unutilized I/O resources are effectively stranded,
as additional workloads cannot be scheduled.

An key contributor to stranding is the heterogeneity of
workloads, e.g., of Virtual Machine (VM) types in public
clouds [3, 7, 19], which leads to a multi-dimensional bin-
packing problem [38, 41, 72]. A host accepts new VMs until it
fills up along one dimension (e.g., memory), leaving the other
dimensions stranded (e.g., SSD capacity or NIC bandwidth).
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For example, Microsoft Azure reports stranding across mul-
tiple resources (Figure 2) [71]. We find that SSD capacity and
NIC bandwidth are the two most stranded resources with
54% and 29% being stranded on average, respectively.

By pooling resources among N servers, the effective bin’s
shape becomes more flexible, so fewer resources become
fully saturated in one dimension while sitting idle in others.
If demands across servers are somewhat independent, a spike
in one server’s demand for a resource (e.g., lots of SSD usage)
may be offset by lower demand in another server. So, in
aggregate, fewer resources remain stranded.

As a rough estimate, queueing theory typically shows
a square-root improvement in resource overprovisioning
when demands are aggregated over N hosts. Specifically, if
demands across servers were independent, then the fraction
of stranded resources would decrease with VN [47, 80]. So,
pooling across even just N = 8 servers would reduce SSD
stranding from 54% to 19% and NIC stranding from 29% to
10% in Microsoft Azure. If scheduling dependencies (e.g.,
availability zones and other constraints [16, 18, 41]) lead to
correlated high demands being colocated in a rack, pooling
could be less effective — however, prior industry data has
not observed such strong correlations [31].

2.2 PCle Device Failures

Many cloud servers use only a single NIC to keep costs low.
If this NIC fails, the entire server becomes unreachable and
needs to wait for repair [59]. Providers can design servers
with redundant PCle devices (e.g., NICs) to ensure avail-
ability during hardware failures. However, PCle devices are
expensive and power-intensive. Additionally, since device
failures are not very common [59], redundancy exacerbates
stranding.

Pooling PCle devices solves this problem by sharing re-
dundant devices across multiple hosts. If a device fails, the
pool can allocate a replacement to the affected host. This
reduces the number of redundant devices needed, lowers
costs, and improves device utilization.

3 CXL MEMORY POOLS

CXL standardizes interconnect protocols between processors
and memory devices. We focus on CXL.mem which enables
cores and devices to transparent load/store (and DMA) to
device memory [5, 73]. CXL establishes a link based on the
PCle physical layer, ports, and cables. It achieves low latency
with custom link and transaction layers. All major server
CPUs (Intel, AMD, ARM) support CXL today.

Latency and bandwidth. The idle load-to-use latency
of CXL memory is about 2-3% the latency of local DDR5
memory. For example, recent measurements show 2.15X idle
latency on a Leo CXL Smart Memory Controller [73]. In
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terms of bandwidth, a CXL 2.0/PCle-5.0 X8 link matches the
bandwidth of a DDR5-4800 channel at a typical 2:1 read to
write ratio (30 GB/s). CPUs can interleave at 256 Byte granu-
larity across multiple CXL links to achieve higher bandwidth.
On Intel Xeon 6 (Granite Rapids), we can interleave across
64 CXL lanes per CPU socket [49, 51, 53, 69, 77], providing
~ 240 GB/s.

CXL memory pools. A CXL memory poolis a set of CXL
memory devices that connect to multiple hosts, allowing
them to dynamically allocate memory from the pool. The set
of hosts connected to a CXL pool is called a CXL pod [45].

CXL memory pools can be constructed either by CXL
devices with multiple ports or by CXL switches. Devices
with multiple CXL ports, or multi-headed devices (MHD), can
connect to multiple hosts via dedicated CXL links [13, 20,
32, 33, 36, 40, 57, 61, 64]. These devices are readily available
today from AsteraLabs [52], Marvell [64], and UnifabriX [20].
A single MHD today has up to 20 CXL ports [20] and multiple
MHDs can be combined to scale to larger CXL pod sizes [32].

On the other hand, CXL switches allow CXL devices (in-
cluding devices with a single port) to be connected to a CXL
switch, which in turn connects to multiple hosts. Switched
designs resemble tree network topologies in CXL 2.0 [50]
and Clos network topologies in CXL 3.0 [65]. A single switch
typically offers 128-256 CXL lanes [21]. These lanes would be
shared among connected CPUs, CXL controllers, and other
devices. For example, 128 lanes could connect six CPUs with
x16 CXL ports and two single-ported CXL controllers with
x16 ports. In CXL 3.0, multiple switching levels can be used
to build large-scale CXL pods with 4096 hosts [73].

The tradeoff for switched designs is higher power, cost,
and latency. Prior work observes that CXL switch costs can
exceed the benefits that can be achieved from pooling at
scale [31, 56]. CXL switch latency is also fundamentally
higher than direct CXL connections, as switches require seri-
alization and deserialization of CXL packets twice on every
path from CPU to CXL memory controller [31, 57]. Current
switches add more than 250ns of latency [48], resulting in
idle load-to-use latency of roughly 500 — 600ns.

In short, CXL switches are more costly and have higher
latency overhead, so MHD-based pods will likely be deployed
earlier [31, 32, 56].

Shared CXL memory. A CXL memory pool can be used
as shared memory across all the hosts in a CXL pod. Shared
CXL memory has the potential to speed up RPCs, key-value
stores, and distributed databases [25, 44, 45, 60, 62, 75, 79, 83],

Cache coherence. The CXL 3.0 specification introduces
Back-Invalidate (BI), a hardware flow to implement cache
coherence across multiple hosts [5, 73]. With BL, a CXL 3.0
memory device can implement a snoop filter to track host
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caching and issue snoop requests to change the cache state of
a host. However, implementing BI involves both processor-
side and device-side changes, which greatly increases hard-
ware complexity and costs. Neither CPUs nor CXL memory
pool devices support BI today.

4 DESIGNING PCIE POOLS IN SOFTWARE

We propose the following design goals to make our design

practical and effective in unlocking the benefits of pooling:

(1) Immediately Deployable. CXL memory pool devices
available today do not have hardware cache coherence
across hosts. Thus, pooling should work without coher-
ence.

(2) Device Compatibility. Our design should be compatible
with most PCle devices (e.g., NICs, SSDs, accelerators).

(3) Load Shifting. To realize load balancing and failovers,
our design should support adjusting device-to-host map-
pings and shift loads between devices dynamically.

Our design consists of two components: (i) the datapath,
which decouples PCle devices from hosts by allowing hosts
to access remote PCle devices not directly connected to them
via PCle (§4.1); and (ii) the pooling orchestrator, which
manages the mapping between PCle devices and hosts (§4.2).

Our design assumes containerized environments. The dat-
apath is implemented in the host userspace I/O stacks, and
the pooling orchestrator runs as a special management con-
tainer on one of the hosts in the CXL pod.

Throughout this section, we use NICs as example PCle
devices as they exhibit lower latency and higher bandwidth
compared to SSDs, making them more challenging to pool.
Nevertheless, our design is compatible with other PCle de-
vices, including SSDs and accelerators such as FPGAs.

4.1 PCle Datapath Over CXL

A CXL pool offers a shared memory range for connected
hosts and their PCle devices, which enables us to route PCle
traffic through the CXL pool across host boundaries.

Placing buffers in shared CXL memory. Routing PCle
traffic through a CXL memory pool requires placing I/O-
related buffers in the CXL pool, so that remote PCle devices
can access these buffers via DMA.

For non-cache-coherent CXL pools, the datapath should
explicitly maintain coherence in software. When modifying
I/O buffers, the data should always be written to the CXL
memory rather than staying in the CPU caches. Otherwise,
other hosts might retrieve stale data from the CXL memory.

Performance implications of CXL. Although the la-
tency overhead incurred by CXL could affect the I/O buffers
placed in CXL memory pools, this overhead is negligible
compared to the end-to-end I/O latency of NICs and SSDs.
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To quantify if placing I/O buffers in CXL affects I/O latency,
we set up a two-socket server equipped with a 100 Gbps
Mellanox ConnectX-5 NIC and connect both of its CPUs
to a MHD-based CXL pod with each a PCle-5.0 X8 link. A
second host serves as load generator (client) and connects via
another 100 Gbps ConnectX-5 NIC to a common 100 Gbps
switch. We use Junction [37] as the network stack for both
the server and the client. We modify Junction on the server
side to allocate TX and RX buffers (not the TX/RX queues)
from the CXL memory pool. The NIC connects to socket0
and uses one X8 CXL link. Junction runs on socket1 and uses
the other X8 CXL link.

We perform a UDP microbenchmark with varying pay-
load sizes and compare the round-trip network latency of
our modified Junction to an unmodified version that allo-
cates memory locally and runs on socket0. Figure 3 shows
that, although CXL has higher access latency, placing TX/RX
buffers in CXL has negligible effects on the network latency.
Maximum throughput is also not affected because the two
PClIe-5.0 %8 links provide enough bandwidth to saturate
100 Gbps NICs. Scaling to two 400 Gbps NICs may be possi-
ble on a Xeon 6 CXL configuration (Section 3). However, our
proposal may work better for general-purpose computing
than high-bandwidth HPC or ML use cases.

Event signaling and host-to-host communications.
Signaling events such as request arrivals often requires ac-
cessing PCle device memory. As a host cannot directly access
a remote device’s memory via MMIO, the datapath should
provide a communication channel to forward MMIO opera-
tions to the host where the device is physically attached.
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We prototype a shared-memory communication channel
in shared CXL memory. The channel is implemented as a
ring buffer, with each message slot sized at 64 B to match
the cacheline granularity. It manages cache coherence in
software by using non-temporal stores to send messages.

We measure its latency using a ping-pong test. The sender
and receiver each connect to the CXL memory pool using
a PClIe-5.0 x16 link. Figure 4 shows that shared-memory
channels in CXL achieve sub-ps latencies without cache co-
herence. The median latency is around 600 ns, slightly above
the theoretical minimum latency for message passing, which
equals the total latency of one CXL write and one CXL read.

4.2 Pooling Orchestrator

The pooling orchestrator manages a PCle device pool. It
handles control plane operations, including allocating PCle
devices to hosts, monitoring resource usage and health sta-
tus of each PCle device, and migrating workloads between
devices to balance load or handle device failures.

Each host runs a pooling agent that monitors and con-
figures the PCle device. The orchestrator and the agents
communicate using shared-memory channels in the shared
CXL memory. Both roles are good candidates to offload to
accelerators such as SmartNICs.

When allocating a PCle device to a host, the orchestrator
first checks if the host has a local PCle device that is below
a load threshold. If not, the orchestrator selects the least-
utilized device in the pod to balance load.

If a PCle device fails (e.g., due to NIC link failures) or
becomes overloaded, the corresponding agent will report
the issue to the orchestrator using the shared-memory CXL
channel. The orchestrator can then migrate workloads from
the affected device to other devices.

5 DISCUSSION

The adoption of software-based PCle pooling introduces
numerous potential research opportunities.
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Datacenter networks without ToRs. Traditional dat-
acenter designs have had a single top-of-rack (ToR) switch.
All servers in the rack connect to this ToR. Links fan out
from that ToR to multiple aggregation switches. The ToR to
aggregation links are typically oversubscribed [39, 67, 74].

If a ToR fails, the entire rack becomes unreachable. Data-
center operators have thus started to deploy dual ToRs, which
avoids the single point of failure but increases cost [68, 81].

This creates an interesting opportunity: can we eliminate
the ToRs altogether? Instead of oversubscribing at the ToR
level, we can provision sufficient NICs within each CXL pod
to provide equivalent oversubscription, and then directly con-
nect these NICs to multiple switches within the aggregation
layer. This allows us to work around both ToR failures and
NIC failures. This would require high CXL pod reliability.

Highly-available CXL pods. There are multiple ways to
build CXL pods (Section 3). MHD-based pods typically use
multiple MHDs and thus inherently offer high redundancy.
A recent Microsoft white paper formalizes this with so-called
dense topologies that offer A redundant paths within a CXL
pool [32]. Many industry proposals offer A = 4 or even
A = 8 [36, 40, 46, 57].

In the future, CXL 3.0 switches will explicitly support
multi-path CXL topologies with Port Based Routing [73].

While CXL pod hardware may offer redundancy, correctly
implementing redundancy and fail-over is a hard implemen-
tation challenge. However, we believe that software imple-
mentations would likely still be significantly easier than
hardware implementations based on PCle switches.

Soft accelerator disaggregation. The architecture comm-
nuity has proposed and continues to propose an ever increas-
ing set of accelerators. Typically, they come in the form of
PCle cards [35]. Deploying an accelerator that is used by a
large number of people (e.g., compression) is easy. However,
accelerators increasingly target highly specific workloads
such as homomorphic encryption [82]. If a user wants to
use an accelerator, they need to run on a server with this
accelerator. Specialized accelerators may get infrequent use
and thus may sit idle most of the time, which is a significant
cost overhead. Disaggregating accelerators through PCle
switches [9, 10] is complex and expensive. Our approach al-
lows exposing these accelerators as a disaggregated resource
accessed via a CXL-connected pool.

PCle pooling can complement RDMA-based storage
disaggregation. Storage disaggregation over RDMA is com-
mon in clouds. However, in storage clusters, SSDs and NICs
remain tightly coupled to hosts. Each host is provisioned
with SSDs and NICs to handle peak demands. Since stor-
age clusters often exhibit skewed access patterns, NICs are
mostly underutilized. PCIe pooling can address this issue by

63

Zhong et al.

pooling NICs between multiple storage nodes, improving
resource efficiency in RDMA-based disaggregation.

Better host load balancing. PCle pooling can also facil-
itate load balancing for resources other than PCle devices.
Typically, the challenge for moving load to another server is
that TCP connections are assigned at setup and cannot be
moved [34, 42]. A long-lived connection on a server whose
load changes in the background may experience high latency.
Recent work has explored TCP connection migration to move
requests to new servers after they are being processed, but
this work requires programmable switches or other network
middleboxes [34, 42]. Our virtual NIC approach could imple-
ment the transformations required to migrate connections
seamlessly within the CXL pod.

CXL link bandwidth. Recently platforms (e.g., Intel Xeon
6) provide 64 CXL 2.0 / PCle5 lanes per CPU socket [49,
51, 53, 69, 77]. Fully disaggregating a 200 Gbps NIC and a
400 Gbps NIC requires only 8 and 16 CXL lanes, respectively.
Therefore, pooling NICs to improve NIC utilization and re-
duce the NIC-to-host ratio can be supported by allocating
enough CXL lanes per host to interleave between multiple
MHDs. Similarly, disaggregating six NVMe SSDs (current
AWS servers offer six local NVMe SSDs [24], and datacenter
SSDs today often provide 5 GB/s bandwidth [22, 23]) would
require 30 GB/s bandwidth, which can be satisfied with 8
CXL lanes.

However, enabling a single host to saturate a large number
of NICs to maximize its peak network performance does pose
higher requirements for the CXL link [84]. For example, to
drive the combined bandwidth of eight 400 Gbps NICs in a
CXL pod, the host would need at least 100 CXL 2.0 lanes,
making this use case less realistic.

Operational implications. Datacenters often need to
update host OSes and platform firmware, which requires re-
booting individual hosts. To enable such maintenance, PCle
device pooling should support hot-adding and hot-removing
hosts from a CXL pod, allowing updates to be rolled out
incrementally on a per-host basis. For instance, when recon-
figuring a host in public clouds, the VM scheduler should live
migrate all VMs off the host and notify the pooling orchestra-
tor to hot-remove it. Upon removal, the orchestrator should
prevent new device allocations to the host and migrate its
existing PCle device assignments to other active hosts.
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